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Exploratory Data Analysis and Decision Tree Modeling for 
Autism Spectrum Disorder: Machine Learning Approach
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Ab s t r ac t
As the early diagnosis of autism spectrum disorder (ASD) is critical the high accuracy machine learning can be applied to achieve technology 
based diagnosis. In this context, the present study demonstrates machine learning approach for ASD diagnosis using decision tree (DT) 
modeling. The dataset employed in the present study comprises two classes of ASD adults with a sample size of 704 instances. The DT model 
entails a recursive partitioning approach implemented in the “rpart” package of R. The optimum model is derived by tuning parameters such 
as Min split, Min bucket, Max depth, and complexity. The performance of the model is evaluated in terms of the mean square error estimate 
of the error rate.
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In t r o d u c t i o n

This paper portrays exploratory data analysis (EDA) and decision 
tree (DT) classification of adults with autism spectrum disorder 
(ASD). It is a neurological disorder that affects how a person acts 
and interacts with others.[1] It normally begins in childhood and 
continues. There are numerous clinical and non-clinical methods 
for the diagnosis of ASD. Many clinical experts and researchers have 
conducted studies about the classification of ASD data. Demirhan 
reported performance evaluation of different machine learning 
techniques in determining ASD cases.[2] Diabat and Shanableh 
demonstrated an ensemble learning model for testing autism in 
children.[3] Yet, another analysis by Praveena et al. predicted autism 
using machine learning techniques.[4] The present study uses ASD 
screening data of adults to design the machine learning framework 
for classifying autism data.[5]

EDA
The ASD dataset for the present study retrieved from the UCI 
machine learning repository is related to autistic spectrum 
disorder screening data for adults.[6] This dataset consists of 704 
instances of ASD adults classified into two classes such as ASD “Yes” 
and ASD “No.” This classification is based on 20 attributes including 
ten behavioral features and ten individuals characteristics. A basic 
statistical summary of numerical and categorical attributes is 
explained in Figure 1. The dataset reveals that the ASD value is “No” 
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for 359 adults and the ASD value is “Yes” for 133 adults. There are 
238 female and 254 male respondents with an age range from 17 
to 61 years. Figure 2 plots a gender-wise bar chart for both classes 

Figure 2: Gender-wise distribution of autism spectrum disorder data
Figure 1: Basic statistical summary of numerical and categorical 

attributes
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of ASD. The bar plot shown in Figure 3 represents the proportions 
of each ethnicity present in the dataset. The plot reveals that 
White Europeans account for approximately one-third of the data, 
followed by Asians and Middle Eastern people.

DT Mo d e l i n g
DT modeling is a supervised machine learning technique to classify 
and hence predict to what group a certain data point belongs to be. 
The DT is designed by splitting the dataset into subsets based on 
differentiators in input variables. It techniques include the Gini index, 
Chi-square, information gain, or reduction in variance to identify the 
most significant variable to get the homogeneous sets of subsets. 
DT is a visual representation utilized for deciding selection criteria. 
The DT model entails a recursive partitioning approach by dividing 
the data into leaf nodes and, hence, leaf nodes represent attributes.

The actual DT is shown in Figure 4. The DT is interpreted as 
following rules.

Rule number: 2 [Class. ASD = NO cover = 359 (73%) prob = 0.00]
Result <7
Rule number: 3 [Class. ASD = YES cover = 133 (27%) prob = 1.00]
Result ≥7.The dataset includes 20 response variables. It has 

been found that the following variables do not play a major role in 
classification modeling
●	 Age description, since all the observations are adults aged 17 

and older
●	 Used app before, is not a significant feature for our target
●	 Country of residence, as a factor with more than 60 levels 

does not play significance importance in modeling
●	 Result, as explained in Figure  4 always classified as “Yes” for 

value 7 or more.
Hence, the decision modeling is done with following variables: 

Below are the remaining variables: Q1, Q2, Q3, Q4, Q5, Q6, Q7, 
Q8, Q9, Q10, age, gender, ethnicity, jaundice, autism, relation, 
and class_ASD.The DT model is simulated in an R environment. 
The model is conceived as a 16-input and single-output 
arrangement.[7] Figures  5 and 6 show DT derived in the present 

Figure 3: Proportions of each ethnicity

Figure 5: Textual representation of decision tree for autism spectrum disorder data

Figure 4: Actual decision tree for the data
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investigation represents ASD in adults. That the root node of the 
DT tests Q9 value = 0 continues down to the left side of the tree, 
otherwise right side of the tree. The next test down this left side 
of the tree is the Q5 value. Sample rules are explained in Figure 7. 
Thus, it proceeds and will be able to retrieve the class value for 

ASD adults. The performance of the model is measured in terms of 
the mean square error (MSE) between predicted output and actual 
output. This is found to be 0.27033.

Figure 10: Receiver operating characteristic plot for decision tree 
model on validation data

Figure 7: Sample rules

Figure 6: Decision tree for autism spectrum disorder data

Figure 9: Confusion matrix for the validation set

Figure 8: Summary of decision tree model
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Re s u lts a n d Di s c u s s i o n
Figure 8 summarizes the DT model thus obtained, for classification. 
This textual view highlights the key interface widgets of DT 
construction. The variable “CP” stands for complexity parameter, 
which reveals that as the tree splits into more nodes, the CP is 
reduced.[8] Thus, derived DT model efficiently classifies validation 
data with very less errors. Figure 9 shows the error matrix for the 
DT model on validation data. Receiver operating characteristic 
(ROC) plots given in Figure 10 reveal the true positive rate against 
the false-positive rate. Since the area under ROC is 0.95 which is 
near 1, the model evaluates to be a better one.

Co n c lu s i o n
This research illustrates the EDA and DT classification of adults 
with an ASD. The dataset employed in the present study comprises 
two classes of ASD adults with a sample size of 704 instances. The 
DT model entails a recursive partitioning approach implemented 
in the “rpart” package of R. The optimum model is derived by 
tuning parameters such as Min split, Min bucket, Max depth, and 
complexity. The performance of the model is evaluated in terms of 
the MSE estimate of the error rate.
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